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Abstract. It is an important issue for elderly people to maintain their walking ability
in order to prevent falls and lead a healthy daily life. It may be of great help to develop
a computer vision system which examines human daily walk posture and gives him/her
some advices on the posture. This paper proposes a method of recognizing walk motions of
a human focusing on his/her posture. In order to describe a human posture, we choose 39
structural features defined from human joint coordinates obtained using OpenPose and 19
figural features from human domain images and their different images. The feature vector
containing these 58 features is used for recognizing a human walk motion by Random
Forest. In the experiment, the method was applied to three walk motions of five persons
each with eight walk directions and satisfactory results were obtained.
Keywords: OpenPose, Image of human area, Human walk motion, Structural feature,
Figural feature

1. Introduction. According to the statistics conducted by the Ministry of Health, La-
bour and Welfare in 2022 [1], the total population of Japan is 124.95 million, with the
elderly accounting for 29.0% of the total population. According to the same statistics
[2], the number of elderly people certified as requiring nursing care or support is also
increasing. Fractures and falls accounted for 13.0% of the causes of their need for nursing
care. The main factors of deterioration in walking ability with age are muscle strength,
balance function, and decreased range of motion of joints. Characteristics of the walking
posture of the elderly include decreased walking speed, shortened stride length, increased
forward lean of the upper body, and decreased toe and heel elevation [3].

The ultimate goal of this research is to develop a robot that understands the feelings of
care-receivers implicitly. As the first step, we aim at creating a viewpoint of a caregiver
robot and understanding the information (images) obtained from the viewpoint.

Previous studies include gait data acquisition [4] and posture when exercising correc-
tion [5] using Kinect, and human behavior recognition [6] using inertial sensors. There is
also measurement of walking using a multi-view camera [7] and recognition motion based
on silhouette and optical flow [8]. There are methods to examine the gait by attaching a
sensor to the objects that a person is wearing [9,10]. Another one is a posture and motion
recognition method performed employing the perspective of a pedestrian himself, wearing
a camera on his chest [11,12]. There is walk recognition using walk silhouettes input to the
CNN and integrating them [13]. By using depth data, there are methods to represent mo-
tion from whole-body skeletal trajectories and to evaluate symmetry [14]. Using skeletal
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information from OpenPose [15], there is an analysis of throwing motion [16], detection of
a person trying to interrupt a conversation [17], and correction of weight training posture
[18]. There are motion recognition methods [19] using triplet motion representation im-
ages, an extension of motion history image, and histograms of oriented optical flow. Other
methods include action recognition by inputting low-resolution images captured with an
encoded exposure camera into a CNN [20], and action recognition using a network that
identifies relationships between ongoing actions and other information [21]. There is also
a method that uses image reconstruction to perform posture estimation that is unaffected
by the background and other factors by encoding only features of the foreground object
in unsupervised learning [22]. Another method performs motion recognition by finding
similarities to the current motion from a set of past motions, focusing on whole-body
posture, body parts, and individual joints [23]. ResNet is used in [24] to perform skeletal
detection by considering the position and rotation of joints. There is also a method for
action recognition using dynamic vision sensors [25].
However, in order to recognize postures in daily life, it is undesirable to attach mark-

ers or sensors to a person or to the object he/she is wearing, as it leads to unnatural
movements. In addition to that, it is better not to require large-scale devices such as
multiple cameras. In order to analyze walking behavior, it is necessary to identify the
type of movement and posture of a pedestrian, regardless of the direction in which he/she
is moving. Therefore, the system should extract the features that can not only recognize
walking behavior, but also analyze movements.
The objective of this research is to recognize everyday walk motions of a person. In

this paper, we propose a recognition method of walk motions employing human joint
locations and image characteristics. We choose 39 features defined by human joint coor-
dinates obtained from OpenPose [26]. These features represent local functional features
of a human posture. We also select 19 features from human domain images and their dif-
ference images. They express overall figural features of a human. Thus, a human posture
is described by a 58-dimensional vector. The Random Forest classifier [27] is used for the
human posture recognition based on the 58-D feature vectors.
In human motion recognition using a camera, it is necessary to recognize motions

without being affected by a camera’s direction or a person’s walk direction. Considering
three motions, i.e., normal walk, forward leaning walk and fall, we capture video images
in eight directions (left, right, depth (2 ways), and oblique (2 diagonal ways and each 2
ways)) with the first two types of walk, and in four directions (left, right, depth) with the
fall.
In the following, Section 2 gives problem statement and preliminaries. Section 3 intro-

duces the proposed structural features. Section 4 explains how to extract a human area
from a video, and describes the figural features derived from human domain images. In
Section 5, experimental results are presented. Finally, Section 6 discusses the results and
Section 7 concludes the paper.

2. Problem Statement and Preliminaries. There are [4,5] that use a sensor called
Kinect to capture motions of the walking of elderly people. The goal is to develop a system
that can provide feedback to the subject by analyzing their joint coordinate data obtained
from the motion and presenting the posture state. However, Kinect does not have a large
recognition range for a subject, and there are problems of occlusion and the need to limit
the walking range to ensure data accuracy.
A study [6] used a data set containing four types of data: RGB video, depth video,

skeletal position from the Kinect camera and inertial signals from a wearable inertial
sensor. It shows how this database can be used to study a motion derived from both the
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depth camera data and the inertial sensor data. Although it states that this dataset would
be beneficial for multimodality research activities being conducted for human behavior
recognition, it admits that it is not realistic to use multiple cameras and wearable sensors
to recognize everyday life activities. We believe that sensors attached to canes or shoe
soles [9,10] are also difficult to use for the elderly for the same reason.

In the study on motion capture of outdoor pedestrians using multi-view cameras [7],
the torso posture is obtained from manually set coordinates of limbs for some frames of
video captured by four fixed cameras. The need for multiple cameras and the burden of
manual set of the coordinates of the limbs would be troublesome, though.

In addition, as seen from [28], deep learning is widely used in current action and posture
recognition techniques. However, the ultimate goal of this research is to give feedback on
joint or partial body motions to the elderly in order to keep their healthy daily lives.

For this purpose, the emphasis is rather placed on the analysis of the recognized posture
and we use a non-black-box method.

3. Structural Features Using Joint Coordinates. OpenPose [26] is a posture es-
timation library using convolutional neural networks. Joint coordinates extracted from
monocular camera images are expressed by the (x, y) coordinates on the image. In the
proposed method, 25 joint coordinates obtained from OpenPose (See Figure 1) are chosen
to define joint-related features.

Figure 1. Joint coordinates obtained by OpenPose [26]

In this section, we propose the following nine features (39 dimensions) to obtain human
gait features.

1) Knee and ankle angle
The knee angle θknee [deg] is calculated using the inner product of the waist and knee

vectors as follows:

a = (xhip − xknee, yhip − yknee) (1)

b = (xankle − xknee, yankle − yknee) (2)

θknee =
180

π
cos−1 a · b

∥a∥∥b∥
(3)

where (xhip, yhip), (xknee, yknee), (xankle, yankle) are the coordinates of the hip, knee and
ankle, respectively, as shown in Figure 2(a). Similarly, the ankle angles θankle are obtained
using the coordinates of the knee, ankle, and toe.

2) Ankle-toe angle
The angle between the ankle and toe with respect to a horizontal line is defined as the

ankle-toe angle θinstep [deg] and is given by the following equation:

θinstep =
180

π
tan−1 yankle − ytoe

xankle − xtoe

(4)
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Here, (xankle, yankle) and (xtoe, ytoe) are the coordinates of the ankle and toe, respectively,
as shown in Figure 2(b).

(a) (b)

Figure 2. Foot joint coordinates: (a) Knee and ankle angle; (b) ankle-toe
angle and hip-ankle angle

3) Hip-ankle angle
As in 2), the angle of the line connecting the hip and ankle is defined as the hip-ankle

angle θhip-ankle [deg], which is given by the following equation:

θhip-ankle =
180

π
tan−1 yhip − yankle

xhip − xankle

(5)

where (xhip, yhip) and (xankle, yankle) are the coordinates of the hip and ankle, respectively,
as shown in Figure 2(b).
4) Steps
(a) Scale transformation
The size of a person’s vector in the image changes depending on the position of the

person as seen from the shooting direction.
The parameter scale [cm/pixel], which indicates how many centimeters one pixel cor-

responds to in the current frame using the person’s thigh length thighs [cm], is obtained
by the following equation:

scale =
thighs√

(xhip − xknee)2 + (yhip − yknee)2
(6)

(b) Measurement of stride length
The step size is calculated using the Euclidean distance between the left heel and the

right heel as follows:

step size = scale×
√

(xRheel − xLheel)2 + (yRheel − yLheel)2 (7)

where (xRheel, yRheel) and (xLheel, yLheel) are the coordinates of the right and left heel,
respectively.
5) Walk speed
The feature walk speed [cm/s] indicates how much the coordinates of the waist center

(xc0, yc0) in the current frame have moved from (xcn, ycn) in the previous n frames, and is
given by the following equation:

walk speed = scale×
√

(xc0 − xcn)2 + (yc0 − ycn)2 × frame rate

n
(8)
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where (xc0, yc0), (xcn, ycn) are the coordinates of the center of the waist between the current
frame and n frames ago.

6) Direction of motion
The direction of motion in the horizontal (x-axis) and in the vertical (y-axis) is obtained

by vectorizing the displacement of the coordinates of the waist center during n frames
and multiplying it by scale.

x = (xc0 − xcn)× scale, y = (yc0 − ycn)× scale (9)

7) Hip-ankle distance
As in 4), the hip-ankle distance is calculated using the Euclidean distance between the

hip and the ankle, as shown in Figure 3(a).

hip-ankle = scale×
√
(xhip − xankle)2 + (yhip − yankle)2 (10)

(a) (b)

Figure 3. Joint coordinates: (a) Hip-ankle distance; (b) body tilt

8) Body tilt
As in 2), θbodytilt [deg] is defined as the angle of the line connecting the neck and waist

as shown in Figure 3(b), and is given by the following equation:

θbodytilt =
180

π
tan−1 yneck − yc

xneck − xc

(11)

where (xneck, yneck) and (xc, yc) are the coordinates of the neck and center of the waist,
respectively.

9) Difference of the foot joint heights
The height of the knee heightknee [cm] is calculated by the difference between the heights

of the right and the left knees as follows:

heightknee = |(yRknee − yLknee)| × scale (12)

where (xRknee, yRknee) and (xLknee, yLknee) are the coordinates of the right and the left
knees, respectively.

Moreover, the difference in height between the right and left heel as well as the height
from floor to toe, is calculated in the same way.

Features such as knee and ankle angles are calculated for the left and right feet, re-
spectively. And the feature values 1), 4) and 9) repeat similar values in each gait cycle
(e.g., in the walking motion, a person repeatedly bends and extends the knee). Therefore,
in addition to the above 1) to 9) features in the current frame, the minimum and the
maximum values of these features in the past n frames are included as the features. This
amounts to 39 dimensional features.
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4. Foreground Extraction. To recognize a motion from the shape features of a human
region image, the human region is extracted from the image as the foreground. In a real
environment, there are changes in the background due to the movement of furniture or
household goods.
The proposed method uses the sequential background estimation method based on

a Gaussian mixture model [29] to extract human regions corresponding to background
changes. In this method, a Gaussian mixture model is created for each pixel, and pixels
that match one of the distributions are used as the background, while other pixels are
used as the foreground. By updating each distribution using the information from the
current frame [30], it is possible to respond to changes in the background.
After the foreground is extracted using the above mentioned method, noise is removed

by expansion and contraction processing. The set of white pixels is then trimmed to a
rectangle of a specified height as the person area. The binary image shown in Figure 4(a)
is used to extract features from the human domain image. In addition, as shown in Figure
4(b), features are also extracted from the frame difference image between the previous
frame image and the current frame image.

(a) (b)

Figure 4. Frame image: (a) The human region image; (b) the frame dif-
ference image

Figural features using human domain images. The proposed method uses the fol-
lowing eight features (19 dimensions) extracted from the human domain image.
1) Image aspect ratio
The aspect ratio of the image is the height to width of the human domain image.
2) Percentage of a white pixel area in a rectangle
The percentage of a white pixel area in a rectangle is calculated as a person area in the

human domain image.
3) Hand swing (upper body width)
The size of the hand swing is calculated from the difference between the right and the

left edges of the human domain at 60% of the height of the upper portion of the image.
4) Shoulder height
The shoulder height is the y coordinate at which the number of white pixels per line

exceeds the threshold value when the image is scanned from the upper left. The threshold
value was set at 40 pixels experimentally. By doing so, it distinguishes between a posture
with a straight back and a bent back.
5) Length of the contour line of the lower part of the human region image
This is derived from calculating the length of the contour line of the bottom 40% of

the height of the human domain image.
6) Difference between the left and the right sides of the body
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This represents the asymmetry of the human body. First, the center of gravity (xc, yc)
of the bottom 40% portion of the person area is calculated. Then, the ratio of the area
to the left of the center of gravity in the area of the entire person area is calculated.

7) Position of the center of gravity of the head
The head indicates how far the head’s center of gravity is from the centerline of the

image.
8) Number of white pixels in the lower part of the difference image
The number of white pixels in the bottom 25% of the height of the difference image is

used.
For features 2), 3), and 5), the values are periodic. Therefore, in addition to the value

in the current frame, the minimum and maximum values in the past n frames are used as
feature values. Thus, 19 features are obtained from the human domain image, including
periodic features.

After all, from the structural features and figural features, the proposed method repre-
sents a human posture by a 58-dimensional feature vector.

After obtaining all the above features, the proposed method uses Random Forest [27]
as a discriminator. Random Forest is characterized by its ability to output probabilistic
predictions, generalization ability for unknown data, and efficiency due to its ability to
run in parallel.

5. Experiment. In this section, we describe the experiment on walk posture recognition
based on the proposed method and evaluation of the experimental results. Five subjects
perform three kinds of walk, each in eight directions. They are captured videos and rec-
ognized by the proposed method.

The experimental environment is as follows. The processed image size is 1280 × 720
[pixels]. The developmental environment is PyCharm 2021.2.3.

5.1. Experimental method. Details of the experimental method are described below.
1) One fixed camera is installed at a height of 90 cm from the floor. Videos are taken in

the environment shown in Figure 5. Since the actual scenario assumed indoor movements,
the experiment was also conducted indoors.

(a) (b)

Figure 5. Environment of video taking: (a) Top view; (b) view of video taking

2) As a prerequisite, only one person appears in the video, and the entire body is
captured.

3) Three movements, i.e., normal walk, forward leaning walk, and fall, are captured
videos from several directions (20 moving images were taken for each person).
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4) In the normal walk and forward leaning walk, eight directions’ walk (right, left,
front to back, back to front, front right to back left, back left to front right, front left to
back right, and back right to front left) are captured. In order to discriminate between
movements with different stride lengths, we vary the size of the stride lengths. First,
subjects are asked to walk with their normal stride length, and then with a smaller stride
length than that. The exact size of the stride was not specified.
5) With the fall movement, four directions’ fall (right, left, front to back, and back to

front) are captured. A subject is asked to walk with a normal stride length and then with
a smaller stride length. It is noted that, with the fall movement, a subject acts the fall
on a mat placed on the floor.
6) The experiment was conducted on five subjects (adults aged 21-22). They are iden-

tified by labels A, B, C, D and E.
Table 1 shows the number of frames for each video derived from the frame rate.

Table 1. The number of frames in the video

Motion

The number of frames

A B C D E
Total frame
number of
each motion

Normal walk 1317 1094 953 1069 1140 5573
Forward leaning walk 1833 1624 1195 1213 1464 7329

Fall 400 407 405 309 278 1799

Total frame number of
respective subjects

3550 3125 2553 2591 2882

5.2. Method of evaluation. We performed the experiment described in the previous
section on five persons. Leave-one-out cross-validation was applied to the experimental
data to obtain an average recognition rate.
The following equation is used to evaluate the results.

precision =
number of correctly recognized frames of ∗

total frame number of ∗
× 100[%] (13)

5.3. Results. Table 2 compares the recognition accuracy when only joint coordinates
are used, when only human shape is used, and when both of these features are used,
where * in Equation (13) stands for each motion. Table 3, on the other hand, shows the
recognition results with respect to each subject when both features are used, in which *
in Equation (13) indicates respective subjects on each motion.
Figure 6 shows some of the images of the recognition results. The movement and direc-

tion of the recognition result are shown in the upper left corner of each image.

Table 2. Result of recognition

Motion
Method Precision [%]

Structural features Figural features Both features
Normal walk 83.7 51.0 97.7

Forward leaning walk 80.6 62.2 94.1
Fall 84.1 78.8 87.5

Average 82.8 64.0 93.1
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Table 3. Result of recognition with respective subjects

Motion
Precision [%]

A B C D E Ave
Normal walk 95.0 99.1 97.0 98.3 99.1 97.7

Forward leaning walk 90.2 98.2 96.3 96.0 89.9 94.1
Fall 91.3 86.5 94.6 88.0 77.3 87.5

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6. Forward leaning motion and the result of recognition: Walking
to (a) the left, (b) the right, (c) the back, (d) the front, (e) the left back, (f)
the right front, (g) the right back, and (h) the left front. The recognition
results are shown in the upper left corner of each image.

6. Discussion. We proposed a method of recognizing a human walk posture using struc-
tural features defined by joint coordinates and figural features defined by human domain
images. As shown in Table 3, the average precision of the recognition with the normal
walk, forward leaning walk and fall was 97.7%, 94.1%, and 87.5%, respectively. The overall
average accuracy was 93.1%. This is much better result than using the structural features
or figural features independently as seen in Table 2. Although figural features may have
a certain relation to structural features, the combined use of overall and local features
contributed to satisfactory precision of the recognition.

In some cases, the motion of the initial frame of the videos was misrecognized. This
may be due to the fact that appropriate values were not obtained for the features that use
values from previous frames, such as the maximum and the minimum value, and speed. In
other cases, we acquired images with missing human regions, and the background areas
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were also extracted as human regions. The incorrect foreground extraction was also a
cause of the misidentification. These issues in video processing need to be improved.
As shown in Table 2, the motion, fall, has worse precision compared to the other two

motions. Table 3 shows that the variance of the precision of fall is larger than other
motions among the subjects. Actually, fall may be a little difficult to act for a subject. In
practice, there were individual differences in the way of fall, such as the form of fall or fall
in an oblique direction. Other causes of misrecognition are based on individual differences
in the form and speed of walk and fall. Further consideration on data acquisition including
collecting more training data needs to be done.
The proposed method uses a number of features for human motion posture recognition.

By finding the features related to a biased posture caused by aging, a disease, or a habit,
appropriate advice having a point will be given to the person concerned, which should be
one of the abilities a future care robot possesses.

7. Conclusion. In this paper, we proposed a human motion recognition method using 58
features describing a human posture and Random Forest as a discriminator. The features
include structural features defined by the joint coordinates and figural features defined
by human domain images. The method was applied to the recognition of three types of
motion, i.e., normal walk, forward leaning walk, and fall with eight directions of travel
(left/right, depth and oblique). Experimental results showed that the average precision
of the recognition was 93.1%. The main cause of misrecognition is individual differences
in walk and fall style, such as walk speed, foot lift and body lean.
Future work includes treatment of initial frames in a video, more accurate foreground

extraction and collecting more training data. Increasing the types of human motions
and raising the precision of the recognition further also need to be investigated. The
discrimination of the case in which part of the body is hidden by furniture and the case
in which multiple movements and directions are mixed remain for further study.
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