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Abstract. This paper explains the approximation of a membership function obtained
by entropy regularization of the fuzzy c-means (FCM) method. By regularizing FCM with
fuzzy entropy, a membership function similar to the Fermi-Dirac distribution function is
obtained. We propose a new clustering method, in which the minimum of the Helmholtz
free energy for FCM is searched by deterministic annealing (DA), while optimizing the
parameters of the membership function by simulated annealing (SA). However, it takes
a long time to execute SA repeatedly because the membership function contains an ex-
ponential function. Thus, the membership function is approximated by linear functions.
Numerical experiments are performed and the obtained results indicate that this method
can cluster data properly and shorten the computational time.
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1. Introduction. Statistical mechanics investigate the macroscopic properties of a phys-
ical system consisting of several elements. Recently, there has been great research inter-
ested in applying statistical mechanical models or tools to information science. Many
engineering problems can be formulated as optimization problems, and the simulated an-
nealing (SA) method [1, 6] is an efficient optimization technique for such problems [3].
SA is a stochastic relaxation method which, by analogy with the annealing process of
solids, considers a cost function as the energy of a system, and as the (pseudo) temper-
ature is decreased, randomly searches for a minimum at a high temperature and more
deterministically at a low temperature. SA is a global optimization technique for solving
combinatorial optimization problems as long as the cost function is definable and cooling
is performed sufficiently slowly. Finding the optimal solution by SA, however, requires
a very long time because SA searches stochastically at each temperature and practically
functions as an approximation algorithm.

The deterministic annealing (DA) method is a deterministic variant of SA [12]. DA
characterizes the minimization problem of the cost function as the minimization of the
Helmholtz free energy, which depends on the temperature, and tracks its minimum while
decreasing the temperature; thus, it can deterministically optimize the cost function at
each temperature. Hence, DA is more efficient than SA, but it does not guarantee the
optimal solution.

On the other hand, clustering is one of the major tools for data analysis. Bezdek [2]
proposed the fuzzy c-means (FCM) which is now well known as the standard technique
for fuzzy clustering [10]. In fuzzy theory, there exists a strong relationship between the
membership functions of FCM clustering with maximum entropy or entropy regularization
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