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ABSTRACT. Some of the well-known fuzzy clustering algorithms are based on FEuclidean
distance function, which can only be used to detect spherical structural clusters. Gustafson-
Kessel (GK) clustering algorithm and Gath-Geva (GG) clustering algorithm were devel-
oped to detect mon-spherical structural clusters. Both of GG and GK algorithms suffer
from the singularity problem of covariance matrix and the effect of initial status. In
this paper, a new Fuzzy C-Means algorithm based on Particle Swarm Optimization and
Mahalanobis distance without prior information (PSO-FCM-M) is proposed to improve
those limitations of GG and GK algorithms. And we point out that the PSO-FCM algo-
rithm is a special case of PSO-FCM-M algorithm. The experimental results of two real
data sets show that the performance of our proposed PSO-FCM-M algorithm is better
than those of the FCM, GG, GK algorithms.
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1. Introduction. Clustering technique plays an important role in data analysis and
interpretation. It groups data into clusters so that the data objects within a cluster
have high similarity in comparison to one another, but are very dissimilar to those data
objects in other clusters. Fuzzy clustering is a branch in clustering analysis and it is
widely used in the pattern recognition field. The well-known ones, such as Bezdek’s
Fuzzy C-Means (FCM) [1], Pal, Pal and Bezdek’s “Possibility C-Means (PCM)” [2], and
“Fuzzy Possibility C-Means (FPCM)” [3], are all based on Euclidean distance. These
fuzzy clustering algorithms can only be used to detect the data classes with the same
super spherical shapes.

By extending Euclidean distance to Mahalanobis distance, Gustafson-Kessel (GK) clus-
tering algorithm [4] and Gath-Geva (GG) clustering algorithm [5] were developed to detect
non-spherical structural clusters. There are some limitations of GG and GK algorithms.
In GK algorithm, the Mahalanobis distance with the fuzzy covariance matrix was applied
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