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ABSTRACT. This paper proposes a novel approach to annotate function tags for unparsed
text. What distinguishes our work from previous attempts is that we assign function tags
directly basing on lexical information other than on parsed trees, thus our method is
general and easily portable to languages in shortage of parsing resources. In order to
demonstrate the effectiveness and versatility of our method, we investigate function tag
assignment for unparsed Chinese text by applying two statistical models, one is log-linear
maximum entropy model, another is maximum margin based support vector machine
model. We show that function tag types could be determined via powerful lexical features
and effective learning algorithms. Currently, our method achieves the best F-score of
86.4 when tested on the Penn Chinese Treebank data, the highest score ever reported for
Chinese tert.
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1. Introduction. Recent research on shallow parsing for natural language tends to con-
centrate on the phrase structure identification of sentences, namely chunk parsing [1],
which offers a particularly promising way to get rid of complicated full syntactic analysis.
However, chunk parsing deals with the recognition of partial constituent structures at the
level of individual chunks, up to date, little attention has been paid to the question of how
these constituents can be structured into complete utterance. In comparison, the function
types such as subject, object, etc. can tell the information like “who does what” implied
in sentence, which will be useful in many natural language processing applications, such
as information extraction, dialog system and machine translation system.

Broad-coverage corpora annotated with functional tags, semantic roles, or argument
structures, are becoming available for English Language. The Penn Treebank [2] presents
sentences with phrase structures and functional tags. In addition, the Propbank project
[3] and the FrameNet project [4] share the goal of documenting the syntactic realization
of predicate-argument relations of general English lexicon by annotating a corpus with
semantic roles. There have also been research activities of annotating function tags for
other languages. Zhou et al. [5,6] have led some pioneering work in Chinese functional
chunking and initiated the construction of ThCorp ChunkBank for Chinese chunk re-
source. Iida et al. [7] reported the work on the specifications of annotated Japanese
corpus for coreference resolution and predicate-argument analysis.

1471



