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Abstract. In this paper, a revised Group Method of Data Handling (GMDH)-type neu-
ral network algorithm with a feedback loop identifying sigmoid function neural network is
proposed. In this algorithm, the optimum sigmoid function neural network architecture
is automatically organized so as to minimize the prediction error criterion defined as
Akaike’s Information Criterion (AIC) or Prediction Sum of Squares (PSS) by using the
heuristic self-organization. The structural parameters such as the number of neurons in
each layer, the number of feedback loops and the useful input variables are automatically
determined using AIC or PSS criterion. Therefore, it is easy to apply this algorithm to
the identification problem of the complex nonlinear system and to obtain a good predic-
tion results.
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1. Introduction. The Group Method of Data Handling (GMDH)-type neural network
algorithms have been proposed in our early works [1,4]. The GMDH-type neural network
algorithms can automatically organize the multi-layered neural networks fitting the com-
plexity of the nonlinear system. In these algorithms, the structural parameters such as
the number of neurons in each layer, the number of layers and the useful input variables
are automatically determined so as to minimize the prediction error criterion defined as
Akaike’s Information Criterion (AIC) [5] and the optimum neural network architecture
is organized by using the heuristic self-organization [6,8] which is the basic theory of the
GMDH algorithm [6,9]. On the other hand, the conventional sigmoid function neural net-
work trained using the back propagation do not have the structural identification ability
of the neural network architecture and AIC can not be used to determine the optimum
neural network architecture due to the non-uniqueness of the connection weights [10,11].
In this paper, we propose a revised GMDH-type neural network algorithm with a feed-

back loop identifying sigmoid function neural network. In this algorithm, the neural
network architecture is automatically organized so as to minimize the prediction error
criterion defined as AIC or Prediction Sum of Squares (PSS) [9]. This revised GMDH-
type neural network have a feedback loop and the complexity of the neural network archi-
tecture increases gradually by the feedback loop calculations so as to fit the complexity
of the nonlinear system. The structural parameters such as the number of neurons in
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