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ABSTRACT. A feedback Group Method of Data Handling (GMDH)-type neural network
algorithm is proposed, and is applied to nonlinear system identification and medical im-
age analysis of liver cancer. In this feedback GMDH-type neural network algorithm, the
optimum neural network architecture is automatically selected from three types of neu-
ral network architectures, such as sigmoid function neural network, radial basis function
(RBF') neural network, and polynomial neural network. Furthermore, the structural pa-
rameters, such as the number of feedback loops, the number of neurons in the hidden
layers, and the relevant input variables, are automatically selected so as to minimize the
prediction error criterion defined as Akaike’s Information Criterion (AIC) or Prediction
Sum of Squares (PSS). The feedback GMDH-type neural network has a feedback loop
and the complezity of the neural network increases gradually using feedback loop calcu-
lations so as to fit the complexity of the nonlinear system. The results of the feedback
GMDH-type neural network are compared to those obtained by GMDH and conventional
neural network trained using the back propagation algorithm. It is shown that the feedback
GMDH-type neural network algorithm is accurate and a useful method for the nonlinear
system identification and the medical image analysis of liver cancer, and is ideal for prac-
tical complex problems since the optimum neural network architecture is automatically
organized.
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1. Introduction. Conventional Group Method of Data Handling (GMDH)-type neural
network algorithms were proposed in our early works [1-6], and can automatically organize
the neural network architecture by using a heuristic self-organization method, which is the
basic premise of the GMDH algorithm [7,8]. The heuristic self-organization method is a
type of evolutionary computation. In this study, a feedback GMDH-type neural network
algorithm which can self-select the optimum neural network architecture, is proposed. In
this new feedback GMDH-type neural network algorithm, the optimum neural network
architecture is automatically selected from three types of neural network architectures,
such as sigmoid function neural network, radial basis function (RBF) neural network, and
polynomial neural network. Furthermore, structural parameters, such as the number of
feedback loops, the number of neurons in the hidden layers, and the relevant input vari-
ables, are automatically selected so as to minimize the prediction error criterion defined
as Akaike’s Information Criterion (AIC) [9] or Prediction Sum of Squares (PSS) [10]. The
feedback GMDH-type neural network has a feedback loop and the complexity of the neu-
ral network increases gradually using feedback loop calculations so as to fit the complexity
of the nonlinear system. In conventional feedback GMDH-type neural networks [3,4], the
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type of neural network architecture cannot be automatically selected from three types of
neural network architectures, such as sigmoid function neural network, radial basis func-
tion (RBF) neural network, and polynomial neural network, and therefore, we have to
determine the type of the GMDH-type neural network architecture in advance from three
types of neural network architectures, and it is difficult to determine the type of neural
network architecture because we do not have information about the neural network archi-
tecture in advance. On the other hand, in case of the conventional neural network trained
using back propagation algorithm, the optimum neural network architecture cannot be
organized automatically, and we have to organize the neural network architecture before
the calculation of back propagation. We obtain many different learning results for various
structural parameters of the neural network, such as the initial values of weights, the num-
ber of the hidden layers, and the number of neurons in the hidden layers. Many iterative
calculations of the back propagation are needed for various structural parameters in order
to find a more accurate neural network architecture. In the feedback GMDH-type neural
network, the neural network architecture is automatically organized so as to minimize the
prediction error criterion AIC or PSS using the heuristic self-organization method [7,8].
Many iterative calculations for various structural parameters are not needed because all
structural parameters are automatically determined in the GMDH-type neural network.

The feedback GMDH-type neural network algorithm proposed in this paper was applied
to the nonlinear system identification and the medical image analysis of liver cancer. In
the nonlinear system identification problem, generally speaking, it is very difficult to
identify the architecture of the model fitting the complexity of the nonlinear system
because the architectures of the nonlinear systems are complex and we cannot obtain
sufficient information about the nonlinear systems. In the medical image analysis, digital
image processing in the various kinds of medical images, such as magnetic resonance
imaging (MRI) image, X-ray computed tomography (CR) image, digital mammography,
and others, is widely used in the clinical diagnosis, and 3-dimentinal medical images,
such as MRI image, and X-ray CT image, are used for computed-aided diagnosis (CAD)
system. These medical image characteristics are very complex and different each other.
The information which is contained in 3-dimensional medical images, such as MRI, and
X-ray CT images, is very huge and therefore, CAD systems using these digital medical
images, are needed for many organs [11-15]. When we apply the neural network to CAD
systems, we have to organize the neural network architectures fitting the characteristics of
many kinds of medical images for many organs, but we cannot obtain sufficient information
about the neural network architectures from these medical images, and so it is very
difficult to determine the neural network architectures fitting the characteristics of the
medical images. When we apply the feedback GMDH-type neural network algorithm to
the nonlinear system identification problem and the medical image analysis of liver cancer,
optimal neural network architectures fitting the complexity of the nonlinear system and
the medical images, are automatically organized from the input and output data of the
nonlinear systems and the medical images, using the heuristic self-organization method.
The feedback GMDH-type neural network is automatically organized so as to minimize
the prediction error criterion defined as PSS and AIC, and therefore, we can organize
neural network architecture even if we cannot obtain the information in advance about
the architecture of the neural networks from the nonlinear system and the medical images.
The identification results show that the feedback GMDH-type neural network algorithm is
accurate and a useful method for the nonlinear system identification and the medical image
analysis of liver cancer, and is ideal for practical complex problems since the optimum
neural network architecture is automatically organized from the input and output data
of the nonlinear system and the medical images.
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2. Heuristic Self-organization. Architectures of the GMDH-type neural networks are
automatically organized using the heuristic self-organization method [7,8]. First, we show
the procedures of the heuristic self-organization method because it plays very important
roles in the organization of the GMDH-type neural networks.

The heuristic self-organization method is constructed using the following five proce-
dures.

(1) Separating the original data into the training and test sets. The original
data are separated into the training and test sets. The training data are used in estimating
the parameters of the partial descriptions, which describe the partial relationships of
the nonlinear system. The test data are used in organizing the complete description,
which describes the complete relationships between the input and output variables of the
nonlinear system.

(2) Generating the combinations of the input variables in each layer. All
combinations of two input variables (z;,z;) are generated in each layer. The number of
combinations is P!/((p — 2)!2!). Here, p is the number of input variables.

(3) Calculating the partial descriptions. For each combination, the partial de-
scriptions of the nonlinear system are calculated by applying the regression analysis to
the training data. The output variables of the partial descriptions are called intermediate
variables.

(4) Selecting the intermediate variables. The L intermediate variables, which give
the L smallest test errors calculated using the test data, are selected from the generated
intermediate variables. The selected L intermediate variables are set to the input variables
of the next layer. Procedures (2) to (4) are iterated, and the multi-layered architecture is
organized.

(5) Stopping the multi-layered iterative computation. When errors of the test
data in each layer stop decreasing, the iterative computation is terminated. Finally, the
complete description of the nonlinear system is constructed using the partial descriptions
generated in each layer.

The heuristic self-organization method is a type of the evolutional computation.

3. Feedback GMDH-Type Neural Network. Architecture of the feedback GMDH-
type neural network developed in this paper, has a feedback loop as shown in Figure 1.
In this algorithm, the outputs of neurons are not combined with each other but they are
combined with input variables of the system in the next loop calculation. Therefore, the
complexity of the neural network increases gradually using feedback loop calculations,
and a more accurate structural identification of the nonlinear system, can be carried out
through the feedback loop calculations.

The feedback GMDH-type neural network algorithm can select the optimum neural
network architecture from three types of neural network architectures, such as sigmoid
function neural network, RBF neural network and polynomial neural network. The feed-
back GMDH-type neural network algorithm uses three types of neuron architectures,
which are sigmoid function neuron, RBF neuron, and polynomial neuron. For each type
of neuron architecture, we use two types of neurons called the first and second type neuron.
The first type neuron has two input variables, as shown in Figure 2(a). The second type
neuron has r input variables, as shown in Figure 2(b). In the feedback GMDH-type neural
network, optimum neuron architectures fitting characteristics of the nonlinear system are
automatically selected using AIC or PSS.

Feedback GMDH-type neural network is shown as follows.
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F1GURE 1. Architecture of the feedback GMDH-type neural network
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FIGURE 2. Architectures of the neurons

3.1. First loop calculation. First, all data are set to the training data. In this algo-
rithm, it is not necessary to separate the original data into the training and test sets
because AIC or PSS can be used to organize the network architectures. In this study,
we use PSS as the prediction error criterion. Then the architecture of the input layer is
organized.

(1) Input layer.

w=a; (G =1,2...p) 1)
where z; (j = 1,2,...,p) are the input variables of the system, and p is the number of
input variables. In the first layer, input variables are set to the output variables.

(2) Hidden layer. All combinations of the r input variables are generated. For each
combination, three types of neuron architectures which are sigmoid function neuron, RBF
neuron, and polynomial neuron, are generated, and L neurons which minimize PSS value,
are selected for each type of neuron architectures.

Furthermore, for each combination, optimum neuron architectures fitting the charac-
teristics of the nonlinear system, are automatically selected using PSS.

a) Sigmoid function neuron:
i) The first type neuron
¥: (Nonlinear function)

2 2 3 2 2 3
2y = W1l + Wolly + W3y + Watl; + wsu; + wel; + wruguy + weuug + wou; — woly (2)
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f: (Nonlinear function)

U= T )
ii) The second type neuron
¥: (Linear function)
ZK = Wiy + waly + waug + + -+ + wpu, —wely  (r < p) (4)
f: (Nonlinear function)
= T ©)

b) RBF neuron:
i) The first type neuron
¥.: (Nonlinear function)

2 2 3 2 2 3
2 = W1l + Wolly + W3y + Wwat; + wsu; + weu; + wrugu; + weuug + wou; — woly (6)

f: (Nonlinear function)

yp = =) (7)
ii) The second type neuron
Y: (Linear function)
2} = Wiy + Wolly + wsug + - -+ + wpu, —wely (1 < p) (8)
f: (Nonlinear function)
yp = e (9)

c) Polynomial neuron:
i) The first type neuron
Y: (Nonlinear function)

2 2 3 2 2 3
2k = W1U; + Wty + w3u;u; + wau; + WsUj + weu; + wru;u; + Wi U + Wolly — wob, (10)

f: (Linear function)

Yk = 2k (11)
ii) The second type neuron
¥: (Linear function)
2k = Wiy + waly + waug + - -+ + wpu, —weby  (r < p) (12)
f: (Linear function)
Yk = 2k (13)

In the first type neuron, #; = 1 and w; (i = 0,1,2,...,9) are weights between the first
and second layer and estimated by applying the stepwise regression analysis [16] to the
training data. Only useful input variables u; (i = 1,2,...) are selected using PSS. The
value of r, which is the number of input variables u in each neuron, is set to two for the
first type neuron. The output variables y; of the neurons are called intermediate variables.

In the second type neuron, ¢; = 1 and w; (1 = 0,1,2,...,r) are weights between the
first and second layer and estimated by applying the stepwise regression analysis [16] to
the training data. Only useful input variables u; (i = 1,2,...) are selected using PSS.
The value of r, which is the number of input variables u in each neuron, is set to be
greater than two and smaller than p for the second type neuron. Here, p is the number
of input variables z; (i = 1,2,...,p). The output variables y; of the neurons are called
intermediate variables.

Weights w; (i = 0,1,2,...) in each neuron are estimated by the stepwise regression
analysis using PSS.
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Estimation procedure of weight w;: First, values of z; are calculated for each neuron
architecture as follows.
i) Sigmoid function neuron:

2 = log, (1 iﬁ ¢/) (14)

ii) RBF neuron:

2, =/ — log, ¢’ (15)

where ¢’ is the normalized output variable whose values are between zero and one, and ¢
is the output variable.

Weights w; are estimated by the stepwise regression analysis [16] which selects useful
input variables using PSS. Only useful variables in Equation (2), Equation (4), Equation
(6), Equation (8), Equation (10), and Equation (12), are selected by the stepwise re-
gression analysis using PSS and optimum neuron architectures are organized by selected
useful variables.

L neurons with the smallest PSS values, are selected from three types of neuron ar-
chitectures, which are sigmoid function neuron, RBF neuron, and polynomial neuron.
Output variables y;, of L selected neurons for three types of neuron architectures, are set
to the input variables of the neurons in the output layer.

(3) Output layer. For three types of neural network, outputs y, of the neurons in
the hidden layer are combined by the following linear function.

iii) Polynomial neuron:

L
¢* =ao+ Z kY (17)
k=1

here, L is the number of combinations of the input variables, and y; is the intermediate
variables. Useful intermediate variables y; are selected using the stepwise regression
analysis, in which PSS is used as the variable selection criterion.
Equation (17) is calculated for three types of neural network architectures, which are
sigmoid function neural network, RBF neural network, and polynomial neural network.
Then, estimated output value (¢*) which is selected in the output layer, is used as the
feedback value, and it is combined with input variables in the next loop calculation.

3.2. Second and subsequent loop calculations. First, the estimated output value
(¢*) is combined with the input variables and all combinations between the estimated
output value (¢*) and the input variables are generated. The same calculation as the first
feedback loop is carried out for each combination.

In the second feedback loop calculations, the neural network architecture with small-
est mean PSS value, which is a mean PSS value of the first and second feedback loop
calculations, is selected as the GMDH-type neural network architecture from three types
of neural network architectures. The optimum neural network architecture is selected
from three types of neural network architectures. Therefore, in the third and subsequent
loop calculations, only one neuron architecture, which is sigmoid function neuron or RBF
neuron or polynomial neuron, is used for calculation and the same calculation of the first
feedback loop is iterated.

When PSS value of the linear function in (17) is increased, the loop calculation is
terminated and the complete neural network architecture is organized using the L selected
neurons in each feedback loop.
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By using these procedures, the feedback GMDH-type neural network self-selecting op-
timum neural network architecture can be organized. Figure 3 shows the flowchart of
the feedback GMDH-type neural network. The feedback GMDH-type neural network
proposed in this paper, have an ability of self-selecting the optimum neural network ar-
chitecture, and the neural network architecture is automatically selected from three types
of neural network architectures. Furthermore, structural parameters, such as the number
of feedback loops, the number of neurons in the hidden layers, and the useful input vari-
ables, are automatically selected so as to minimize the prediction error criterion defined

as PSS.

Set the loop number (h) to 1

Generate the combinations of
the input variables

Generate the combinations of
the input and output variables

Generate the optimum neuronal

architecture for the each combination
I

Seth to hel Calculate a 11nTar combination
Calculate PSS values
Feedback the output he second 10op
variable to the input h=27
variable Yes

Select neural network architecture

Yes

Is PSS decreased ?

Organize the complete neural network

Ficure 3. Flowchart of the feedback GMDH-type neural network
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4. Application to Nonlinear System Identification. Feedback GMDH-type neural
network was applied to the nonlinear system identification problem and identification re-
sults were compared to those obtained by conventional GMDH algorithm and conventional
multilayered neural network trained using back propagation.

4.1. Nonlinear system identification problem. The nonlinear system was assumed
described by the following equations:

(1.0 + 1.1z + 1.229 + 1.323)* + &, (18)
(1.0 4 142, + 1.529 + 1.623)* + &9 (19)

(1.0 + 1.7z, + 1.875 + 1.923)* + &3 (20)
¢y = (1.0 +2.0m1 + 2.12y + 2.223)* + &4 (21)

h1
P2
b3

here, ¢1 ~ ¢4 are output variables, ;1 ~ x3 are input variables, and €; ~ 4 are noises.
An additional input (z4) was added as the input variable of the neural network to check
that the feedback GMDH-type neural network can eliminate useless input variables. The
neural network was organized using 20 training data points, and 20 other data points
were used to check prediction and generalization ability. Identification results of the
feedback GMDH-type neural network were compared to those of GMDH algorithm and
conventional neural network trained using back propagation algorithm.

4.2. Identification results obtained by the feedback GMDH-type neural net-
work.

(1) Input variables. Four input variables were used and the useless input variables
(z4) was automatically eliminated.

(2) Selection of the neurons in the hidden layer. Four neurons were selected in
the hidden layer.

(3) Selection of the neural network architecture. Figure 4 shows mean PSS
values of three kinds of neurons in the first and second feedback loop calculations. Poly-
nomial neuron had the smallest PSS value and polynomial neural network architecture
was selected as the feedback GMDH-type neural network architecture.

0.10
PSS

0.051

0 | | 1
Polynomial Sigmoid RBF
FIGURE 4. Mean PSS values of three kinds of neurons

(4) Structure of the neural network. The calculation of the GMDH-type neural
network was terminated at the fifth feedback loop calculation.
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(5) Estimation accuracy J;. Estimation accuracy J; for the training data was
evaluated using the following equation:

20

Zl‘@'j_ 2}
]:
Jli = 5

_ (22)
> |04
7=1

where ¢y (i = 1,2,--+ ,4; j =1,2,---,20) are the actual values, and ¢j; (i = 1,2,--- ,4;
j=1,2,---,20) are estimated values for the training data by the feedback GMDH-type
neural network. The values of Jy; (i = 1,2,...,4) for four output variables, are shown
in Table 1, where GMDH-NN shows the feedback GMDH-type neural network, GMDH
shows conventional GMDH, and NN shows conventional neural network trained using
back propagation.

TABLE 1. Estimation accuracy

Models J| & ¢2 P3 P4
7, 0,020 [0.020 | 0.013 | 0.013

GMDH-NN —7=-5038 T0.037 [0.017 [ 0.017
7, 10.056 | 0.058 | 0.033 | 0.039

GMDH 7, 10.055 1 0.058 | 0.044 | 0.044
. 7, [0.119 [0.133 | 0.108 | 0.11
7, [0.114 [0.133 | 0.102 | 0.109

(6) The estimation accuracy J,. Estimation accuracy J, for the test data was
evaluated using the following equation

40

2.

j=21

40

> 94l

j=21
where ¢;; (i = 1,2,---,4; j = 21,22,---,40) are the actual values, and ¢}, (i =
1,2,--+,4; j = 21,22,--- ,40) are the estimated values for the test data by the feed-
back GMDH-type neural network. The values of Jy; (i = 1,2,...,4) for four output
variables, are shown in Table 1.

(7) Variation of PSS and estimated values. The variation of PSS of the output
variables (¢1), is shown in Figure 5. It decreased gradually by the feedback loop calcula-
tions, and converged at the fifth feedback loop calculation. The estimated values of ¢; by
the feedback GMDH-type neural network is shown in Figure 6. Note that the estimated
values are very accurate.

¢ij - :j

4.3. Comparison of the feedback GMDH-type neural network and other mod-
els. Identification results were compared to those obtained by conventional GMDH al-
gorithm and conventional multilayered neural network trained using back propagation
algorithm.

(1) GMDH algorithm. Identification results were referred from [17]. Four input
variables were used and the useless input variable (z,) was automatically eliminated.
Four intermediate variables were selected. The calculation was terminated at the fourth
layer. Values of J; and J,, are shown in Table 1.
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0.15

PSS

" \‘\4—,

1 2 3 4 5
Loop number

FIGURE 5. Variation of PSS
°— GMDH-type NN e—— Actual values
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30000

i 20000

10000

0 ||||||||||||||||||||||||||||||||||||||||

1 6 11 16 21 26 31 36

Data number

FiGURrE 6. Estimated values of ¢; by feedback GMDH-type neural network

(2) Conventional multilayered neural network. The neural network had three
layered structures. Four input variables were used in the input layer and eight neurons
were used in the hidden layer. Estimated values of ¢; by the conventional neural network
are shown in Figure 7. Values of J; and Js, are shown in Table 1.

4.4. Discussions. From the identification results, we can see the following:

(1) Both estimation accuracy J; and Jy of the feedback GMDH-type neural network,
were smallest in the three identified models. We can see that the feedback GMDH-type
neural network was a very accurate identification method for the nonlinear system.

(2) In the feedback GMDH-type neural network, PSS value at the first loop calculation
was not small but it was gradually decreased by the feedback loop calculations. So we
can see that the feedback loop calculation plays a very important role in the feedback
GMDH-type neural network.

(3) In the conventional neural network, effects of high order terms of the input variables
are not considered. Furthermore, it does not have the ability of self-selecting useful input
variables. So the accuracy of the neural network was not good.

The feedback GMDH-type neural network can organize the conventional neural network
architecture (sigmoid function type architecture) and the GMDH architecture (polynomial
type architecture). This algorithm contains both characteristics of the conventional neural
network and the GMDH algorithm, and it is a very flexible method for the identification
problem of the complex nonlinear system.
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FiGURE 7. Estimated values of ¢; by conventional neural network

5. Application to the Medical Image Analysis of Liver Cancer. In this study,
the regions of liver cancer were recognized and extracted automatically using the revised
GMDH-type neural network. Multi-detector row CT (MDCT) images of the liver were
used in this study. In the recognition procedure, the revised GMDH-type neural network
was organized to recognize the liver regions and then the regions of liver cancer were
extracted.

5.1. Extraction of candidate image regions of liver cancer. A liver image shown
in Figure 8 was used in organizing the revised GMDH-type neural network. The statistics
of the image densities and = and y coordinates in the neighboring regions, the N x N
pixel regions, were used as the image features. Only five parameters, i.e., mean, standard
deviation, variance and x and y coordinates, were selected as useful input variables. The
output value of the neural network was zero or one. When N x N pixel region was within
the liver regions, the neural network set the pixel value at the center of the N x N pixel
region to one, and this pixel was shown as the white point. The neural networks were
organized when the values of N were from 3 to 15. It was determined that when N was
equal to 7, the neural network architecture had the smallest recognition error. Five useful
neurons were selected in each hidden layer. Figure 9 shows the mean PSS values in the
first and second feedback loops. The mean PSS value of the sigmoid function neuron was
smallest in three kinds of neurons. The sigmoid function neural network architecture was
selected by the feedback GMDH-type neural network. Figure 10 shows the variation of
PSS values in the feedback loops. The calculation of the feedback GMDH-type neural
network was terminated in the tenth feedback loop. The PSS value in the first feedback
loop was not small but the PSS value was decreased gradually through the feedback loops
and the small PSS vale was obtained in the tenth layer. The revised GMDH-type neural
network outputs the liver image (Figure 11), and the first post-processing analysis of
the liver image was carried out. In the first post-processing of the output image, the
small isolated regions were eliminated and the outlines of the liver regions were expanded
outside by N/2 pixels. Figure 12 shows the output image after the first post-processing.
The output image after the first post-processing and the original image (Figure 8), were
overlapped in order to check the accuracy of the image recognition, as shown in Figure
13. The recognized liver regions were accurate. The liver regions were extracted from
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the original image using the output image. Figure 14 shows the extracted image of the
liver. The second post-processing, such as the closing was carried out, and the liver region
which contained the abnormal regions was obtained, as shown in Figure 15. Figure 16
shows the extracted image of the liver. The candidate image regions of liver cancer were
extracted from Figure 16 using Figure 14, and shown in Figure 17. The recognition results
were compared with those obtained by the conventional sigmoid function neural network
trained using the back propagation algorithm.

N

PSS °

3 | | |
Polynomial Sigmoid RBT

FIGURE 9. Mean PSS
values of three kinds of
neurons

FiGURE 8. Original image

1 2 3 1 5 6 7 8 9 10
Number of feedback loops

F1GURE 10. Variation of PSS in the revised GMDH-type neural network

5.2. Recognition results of the conventional neural network trained using the
back propagation algorithm. A conventional neural network trained using the back
propagation algorithm was applied to the same recognition problem, and the recognition
results were compared with the results obtained using the revised GMDH-type algorithm.
The conventional neural network had a three layered architecture, which was constructed
using the input, hidden and output layers, and the same five input variables, which were
mean, standard deviation, variance, x and y coordinates, were used in the input layer.



FEEDBACK GMDH-TYPE NEURAL NETWORK AND ITS APPLICATION 2297

FiGure 11. Output image of FiGURE 12. Output image af-
the neural network ter the first post-processing

Ficure 14. Extracted

F1GURrE 13. Overlapped image :
image (1)

FiGure 15. Output image af-
ter the second post-processing

FIGURE 16. Extracted image (2)
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(a) Extracted image (b) After the post-processing

Ficure 17. Candidate image regions of liver cancer

F1GURE 18. Output images of the conventional neural network

Weights of the neural network were estimated using the back propagation algorithm, and
initial values of the weights were set to random values. The learning calculations of the
weights were iterated changing structural parameters, such as the number of neurons in
the hidden layer, and the initial values of the weights. The output images, when the
numbers of neurons in the hidden layer (m) are 3, 5 and 7, are shown in Figure 18. These
images contain more regions that are not part of the liver, and the outlines of the liver
are not extracted with required clarity, compared with the output images (Figure 11)
obtained using the feedback GMDH-type neural network algorithm. Note that, in case
of the conventional neural network, we obtain many different output images for various
structural parameters of the neural network, and many iterative calculations of the back
propagation are needed for various structural parameters in order to find more accurate
neural network architecture. In the feedback GMDH-type neural network, the neural
network architecture is automatically organized so as to minimize the prediction error
criterion PSS using heuristic self-organization method [7,8]. Many iterative calculations
for various structural parameters are not needed because all structural parameters are
automatically determined in the feedback GMDH-type neural network.
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6. Conclusions. In this paper, the feedback GMDH-type neural network algorithm was
proposed, and was applied to the nonlinear system identification and the medical image
analysis of liver cancer, and the results of the feedback GMDH-type neural network were
compared to those obtained by GMDH and conventional neural network trained using
the back propagation algorithm. In the feedback GMDH-type neural network algorithm,
the optimum neural network architecture is automatically selected from three types of
neural network architectures, such as sigmoid function neural network, RBF neural net-
work, and polynomial neural network. The feedback GMDH-type neural network can
organize the conventional neural network architecture, which is sigmoid function neural
network architecture, and conventional GMDH architecture, which is polynomial network
architecture. The feedback GMDH-type neural network contains both characteristics of
the conventional neural network and conventional GMDH, and therefore, the feedback
GMDH-type neural network is a flexible method for the nonlinear system identification
and the medical image analysis of liver cancer. Furthermore, the feedback GMDH-type
neural network has a feedback loop and the complexity of the neural network increases
gradually using feedback loop calculations so as to fit the complexity of the nonlinear sys-
tem. Structural parameters, such as the number of feedback loops, the number of neurons
in hidden layers, and useful input variables, are automatically selected to minimize the
prediction error criterion defined as AIC or PSS. In the conventional neural network, we
obtain many different output images for various structural parameters of the neural net-
work in the medical image analysis of liver cancer, and many iterative calculations of the
back propagation were needed for various structural parameters in order to find a more
accurate neural network architecture. It was shown that the feedback GMDH-type neural
network algorithm was accurate and a useful method for the nonlinear system identifi-
cation and the medical image analysis of liver cancer, and is ideal for practical complex
problems since the optimum neural network architecture is automatically organized so as
to minimize the prediction error criterion defined as AIC or PSS.
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